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Background: Vision-Language Learning
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What is Vision-Language (VL) Learning?

Goal: Train a smart AI system that can understand both image and text.

Approach: Large-scale self-supervised pre-training on image-text pairs.
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Image from: https://arxiv.org/abs/1912.02315.



Two-Tower Architecture
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Two-Tower vs. BridgeTower
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Motivation: Adaptively Exploit Uni-Modal Insights
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● Ineffective layer-by-layer utilization 
● The number of cross-modal layers is tied to the number of uni-modal 

layer representations it used

Limitations of BridgeTower
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Limitations of BridgeTower

● Ineffective layer-by-layer utilization 
● The number of cross-modal layers is tied to the 

number of uni-modal layer representations it used

Advances of ManagerTower

● Takes multi-layer uni-modal representations as the 
insights of pre-trained uni-modal experts at different 
levels

● Adaptively aggregates insights via managers in each 
cross-modal layer

BridgeTower vs. ManagerTower
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(a) BridgeTower

(b) ManagerTower
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Architecture & Manager Design 
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ManagerTower Architecture
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ManagerTower can work with any visual, textual, or cross-modal encoder.
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Managers and Experts.



1.Uni-modal similarity ≈ 1
2.Cross-modal similarity increases with depth and gets closer to 1

Static Aggregation of Experts (SAE) Manager
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Cosine similarity of aggregated representations
between every two consecutive managers

ℓ: cross-modal 
layer index



Static Aggregation of Uni-Modal Experts (SAUE) Manager
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Cross-modal similarity 
decreases with depth

💡

1.Uni-modal similarity still ≈ 1
2. Input-independent learned weights: N ⨉ D

Intuition: the need for uni-modal semantic knowledge 
varies among cross-modal layers, tokens and samples.



Adaptive Aggregation of Uni-Modal Experts (AAUE) Manager
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SAE & SAUE managers: learned weights, static sentence-level managers
AAUE managers: generated weights, adaptive token-level managers

AAUE managers achieves best performance.

CA: Cross-
Attention



Main Results
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Follow METER’s and BridgeTower’s setting + 4M Vision-Language Pre-training + Managers => 

significant gains and outperforms some models trained with more data and parameters.



Visualization of Aggregation Weights
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SAUE Managers Horizontal: similar progressive weight distributions

AAUE Managers Horizontal: diverse weight distributions



Take-Away Messages

● Introduce managers in each cross-modal layer to
● adaptively aggregate the insights of pre-trained uni-modal experts at different levels

● flexibly generate different aggregation weights for different tokens in different samples

● facilitate more comprehensive cross-modal alignment and fusion

● Cross-modal fused query
● incorporates the output visual & textual representations of the previous cross-modal layer

● to help managers to correctly aggregate uni-modal semantic knowledge required by the 

current cross-modal layer

● ManagerTower can work with any visual, textual, or cross-modal encoder
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Slides and more in https://looperxx.github.io/.

https://looperxx.github.io/

